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Chapter 1.  

Basic and RAID Configuration 
1.1 Login Storage Manager 

1. Open your browser with the IP address of Storage Manager for the URL. 

2. The default IP address is 192.168.1.90. The browsers like IE, FireFox, and Chrome are 

supported. 

3. After inputting your username and password in the dialog box below, click Log in to 
login to Storage Manager. Both fields are case-sensitive. The username of the system 
administrator is “admin”, and its default password is “password”. 

 

 

4. After a successful login, the following is shown. 

 

 

1.2 Logout Storage Manager 
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1. Click Logout at the upper-right corner of the page.  

 

 

2. After a successful logout, click Click here to login again in the dialog box below to 

login again.  

 

 

1.3 Main Menu 

1. Hard Disk Info 

2. RAID Manage 

3. Logical Volume Manage 

4. iSCSI 

5. File System 

6. Caching Manage 

7. Rebuilding Manage 

8. Net Services 

9. Global Spare Manage 

10. Backup Manage 

11. User Account Manage 

12. System Tools 

13. Enclosure Information 

14. System Log 

15. Shutdown 

 

1.4 Hard Disk Info 
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Hard Disk Info includes the following functions:  

1. View Drive Information 

2. Locate a Drive 

 

1.4.1 View Drive Information 

After setting the filter conditions, click Filter to list the drives you prefer. 

 

 

Description of fields: 

� Configure 

The functions include Location on and Location off. If ”n/a” is shown, it means the 

drive failed to be added into the system and those functions are disabled. 
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� Status 

Icon Status Description 

 Good The drive functions normally. 

 Missing The drive, part of a disk array, is removed. 

 Failed The drive failed to be added into the system. 

 

� SMART 

Icon Status Description 

 
Good No issue is found in SMART data. 

 
Warning SMART data reports warning(s). 

 
Failed SMART data indicates a possible imminent drive failure. 

Click the icon to get detailed SMART data of the drive. 

� Product Serial# 

It is composed of the model name and serial number of the drive. 

� RAID Name 

If the drive is part of a disk array, it shows the RAID name otherwise “n/a”. 

� RAID Role 

The available roles in a disk array are “RAID Disk”, “Local Spare”, “Local Candidate” 

and “Global Spare”. If a “RAID Disk” drive is removed, the drive status becomes 

‘’Missing‘’. If the “Missing” drive is re-inserted again, it will be a “RAID Disk” or “Local 

Spare” when the disk array is not busy. While busy, it will become a “Local 

Candidate”. 

� Vendor 

The drive manufacturer 

� Capacity (GB) 

The drive capacity (GB) 

� Interface 

The drive interface is “SAS” or “SATA”. 

� Enclosure 

It comprises the model name and the SAS address of SAS Enclosure which the drive is 

attached to. 
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� Location 

The slot (bay) number in SAS Enclosure 

� Power Mode 

The available options are “Active” and “Standby”. When the drive is in power-saving 

mode, it shows “Standby”. 

� Read Write Monitor 

Real-time performance monitor on disk read and write 

 

1.4.2 Locate a Drive 

1. The drive can be located through the field Configure when its status is “Good”. 

 

 

2. To locate the drive, select Locate on in the field Configure and click Execute, and 
then the blue LED on the drive tray will blink slowly. 

 

 

3. To disable locating the drive, select Locate off in the field Configure and click 
Execute. 

 

 

4. If the SMART staus shows “Warning” or “Failed”, the red LED on the disk tray will 

automatically blink slowly. 
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1.5 Manage RAID 

1. Create a Disk Array 

2. View Disk Arrays 

3. Start/Stop a Disk Array 

4. Add a Local Spare Drive 

5. Remove a Local Spare Drive 

6. Grow a Disk Array 

7. Remove a Disk Array 

8. Online RAID Level Migration 

9. Reshape RAID Chunk Size Online 

 

1.5.1 Create a Disk Array 

1. Click Add RAID to start a disk array creation. Click Continue when done on the 

configuration of the dialog box. 
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Description of fields: 

� RAID Name 

The name of the disk array, up to 30 characters composed of letters and numbers, 

is case-sensitive. This field is not allowed to be blank or an existing disk array name. 

� Initialization 

The available options for initializing the disk array are “Full” (default) and “Fast”. 

� Option “Full”: All the capacity of the selected hard drives will be initialized. 

After the initialization is done, the disk array can be configured. 

� Option “Fast”: It initializes a small part of the total capacity in the beginning. 

When done, the disk array starts to expand to the total capacity. Before the 

expansion is done, the disk array can be configured. 

� Interface 

The available options are “Mix” (default), “SATA” and “SAS”. With the “Mix” 

option, the disk array can be built with SATA and SAS drives. 

� Level 

The RAID level includes “linear”, “raid0” (default), “raid1”, “raid5”, and “raid6”. 

� Chunk Size 

The available options are “4KB”, “8KB”, “16KB”, “32KB”, “64KB” (default), “128KB”, 

“256KB”, “512KB”, and “1024KB”. 

� Disk 

The available options are “Hard Disk” (default) and “RAID Disk”. The latter option 

is for a nested array. 

 

2. Choose hard drives for the disk array, set the fields Read Cache and Write Cache, 
and click Create RAID to create the array. (If the field Write Cache is set with the 

option “Enable”, there is a risk of data loss and damage to the disk array in the event 

of a power outage.) 
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1.5.2 View Disk Arrays 

Click RAID Manage to view disk arrays. 

 

 

Description of fields: 

� Configure 

The functions include On, Restart, Off, Add Spare, Remove Spare, Remove Candidate, 
Grow RAID Disk, Delete RAID, Migration RAIDx to RAIDx, and Reshape Chunk Size. 

� Status 

Icon Status Description 

 Good The array and its “RAID Disk” drives function normally. 

 Offline 
When the disk array status is “Good”, “Degraded”, or 

“Initial”, select Off and click Execute to make it offline. 

 Degraded 
One “RAID Disk” drive or two in the disk array does not 

work, but the array still can function. 

 Stopped When the number of the available “RAID Disk” drives in 
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the disk array is less than its minimum which it needs to 

function, the array is forced to get into this mode. 

 Failed The disk array can not function any more. 

 Initializing 
The disk array is initializing. Before done, it can not be 

configured. 

 Unknown None of the above statuses 

 

� Name 

The name of the disk array 

� Active Unit 

Number of the available “RAID Disk” drives in the disk array 

� Spare Unit 

Number of the available “Local Spare” drives in the disk array 

� Faulty Unit 

Number of current faulty drives in the disk array 

� Capacity (GB) 

Total size of the disk array (GB) 

� Free (GB) 

 Free size of the disk array (GB) 

� Interface 

Three types are “Mix”, “SAS”, and “SATA”. The “Mix” type includes the SAS drive and 

SATA drive. 

� Level 

It could be “linear”, “raid0”, “raid1”, “raid5”, or “raid6”. 

� RAID Unit 

Number of the “RAID Disk” drives in the disk array 

� Chunk (KB) 

It could be “4”, “8”, “16”, “32”, “64”, “128”, “256”, “512”, or “1024” KB (1 KB = 1024 

Bytes). 

� MIN Component (GB) 

The minimum drive capacity (GB) among the “RAID Disk” drives in the disk array 

� Read Cache 

“Enable” or “Disable” for read cache on the drives in the disk array 

� Write Cache 



 

10 

 

“Enable” or “Disable” for write cache on the drives in the disk array 

(If set with the option “Enable”, there is a risk of data loss and damage to the disk 

array in the event of a power outage.) 

� RAID Name 

If the disk array is part of a Nested RAID, it is the name of the Nested RAID, otherwise 

“n/a”. 

� RAID Role 

If the disk array is part of a Nested RAID, it could be “RAID Disk”, “Local Spare”, or 

“Local Candidate”. Otherwise, it is “n/a”. 

� Progress 

The progress status is shown when the disk array is on initialization, resync, recovery, or 

reshape. When done, it shows “n/a”. 

� Read Write Monitor 

Real-time performance monitor on the disk array’s read and write 

 

1.5.3 Start/Stop a Disk Array 

1. If the disk array is being used by a logical volume or Nested RAID, please stop the 

logical volume or Nested RAID before trying to stop the disk array. When the disk 

array status is “Good”, “Degraded”, or “Initial”, select Off and click Execute to stop it. 
The new status is “Offline” as below if successful. 

 

 

 

 

2. When the number of the available “RAID Disk” drives in the disk array is not less than 

its minimum which it needs to function, selecting On in the field Configure and 
clicking Execute can start it. 
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3. If the disk array status is “Stopped”, selecting Restart in the field Configure and 
clicking Execute can try to restart it. 

 

 

1.5.4 Add a Local Spare Drive 

1. Select Add Spare in the field Configure and click Execute. 

 

 

2. Select a drive and click Add Spare to add a local spare drive. 

 

 

3. If successful, the number in the field Spare Unit should have increased by 1. 

 

 

1.5.5 Remove a Local Spare Drive 

1. The field Spare Unit reports the number of local spare drives in the disk array. 

 

 

2. Select Remove Spare in the field Configure and click Execute. 
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3. After choosing the drive, click Remove Spare. 

 

 

4. The number of local spare drives in the disk array has been updated as the figure 

below. 

 

 

1.5.6 Remove a Local Candidate 

If there is a local candidate in the field RAID Role for the disk array in the Hard Disk Info, 
selecting Remove Candidate in the field Configure and clicking Execute can remove a 

local candidate. 

 

1.5.7 Grow a Disk Array 

1. Select Grow RAID Disk in the field Configure and click Execute to configure the 
growing. 
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2. If both fields, Min Disk Size and Min Disk Size (Current) in the figure below, are 

different, it means that the minimum drive capacity (GB) among the “RAID Disk” 

drives in the disk array is expandable. To apply the larger minimum drive capacity 

without increasing the number of the “RAID Disk” drives, click Grow to expand the 

disk array capacity. 

3. The local spare drive is needed to expand the number of the “RAID Disk” drives in the 

disk array. Select an option in the field Role and click Grow to expand the number of 

the “RAID Disk” drives. 

 

 

4. When done on the expansion, verify the fields - Active Unit, Spare Unit, Capacity (GB), 
Free (GB), and RAID Unit. 

 

 

1.5.8 Remove a Disk Array 

1. The disk array can be removed when its status is “Offline”, “Stopped”, or “Failed”. In 

case of failing to stop it, remove all its partitioned blocks and try again. 

 

 

2. Select Delete RAID in the field Configure and click Execute. In the dialog box, click 
Confirm. 
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1.5.9 Online RAID Level Migration 

Please follow the section “2.2 Rebuilding Manage” to create a temporary file system with 

a logical volume named “RAID0LV” before the steps below. When the RAID level 

migration is done, the temporary file system can be removed. 

 

1. If there is an option Migration RAIDx to RAIDx in the field Configure, the current array 
configuration supports an online RAID level migration which can be configured by 

selecting Migration RAIDx to RAIDx and clicking Execute. 

 

 

2. After verifying all fields, click Migrate to start the RAID level migration. 

 

 

3. The table below is for the online RAID level migration. The capacity of the new disk 

array must be greater than or equal to that of the original disk array. The involved 

local spare drives will become “RAID Disk” drives after the migration. 

 

Original RAID configuration Local Spare Drive New RAID configuration 
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* disk number * disk number 

raid1 * 2 N > 0 raid5 * (N + 2) 

raid5 * 3 N > 0 raid6 * (N + 3) 

raid6 * 4 N >= 0 raid5 * (N + 4) 

 

1.5.10 Reshape RAID Chunk Size Online 

Please follow the section “2.2 Rebuilding Manage” to create a temporary file system with 

a logical volume named “RAID0LV” before the steps below. When the reshaping RAID 

chunk size is done, the temporary file system can be removed. 

 

1. If the current array configuration supports reshaping RAID chunk size online, there is 

Reshape Chunk Size in the field Configure. Select Reshape Chunk Size and click 
Execute to configure the reshaping. 

 

 

2. After verifying all fields, click Reshape to start the reshaping. 

 

 

1.6 Manage Logical Volume 

1. Create a Logical Volume 

2. View Logical Volumes 

3. Start/Stop a Logical Volume 
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4. Add Blocks into a Logical Volume 

5. View Blocks of a Logical Volume 

6. Remove a Block from a Logical Volume 

7. Change Access Policy of a Logical Volume 

8. Remove a Logical Volume 

9. Start/Stop ReadAhead for a Logical Volume 

10. Change I/O Policy of a Logical Volume 

11. Remote Replication Volume 

 

1.6.1 Create a Logical Volume 

1. Click Add Logical Volume to start a logical volume creation. Click Continue when 

done on the configuration of the dialog box. 

 

 

 

 

Description of fields: 

� LV Name 

The name of the logical volume, up to 30 characters composed of letters and 

numbers, is case-sensitive. This field is not allowed to be blank or an existing logical 

volume name. 

� Interface 
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The available options are “Mix” (default), “SATA” and “SAS”. With the “Mix” 

option, the logical volume can be built with SATA and SAS drives. 

� ReadAhead 

The available options for the read-ahead feature are “Auto” (default) and 

“None”. 

� I/O Policy 

The available options are “Cached I/O” (default) and “Direct I/O”. (If set with the 

option “Cached I/O”, there is a risk of data loss and damage to the disk array in 

the event of a power outage.) 

 

2. Select a disk array and the field Reserved Size (MB) for the size of the logical volume, 

and then click Create LV to create it. The number in the field Reserved Size (MB) 
should not be more than that in the field Size (MB) of the corresponding disk array. A 
logical volume can be created on multiple disk arrays. 

 

 

1.6.2 View Logical Volumes 

Click Logical Volume Manage to view logical volumes. 

 

 

Description of fields: 
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� Configure 

The functions include On, Off, Restart, Add Block, Block Info, Remove Block, Change 
Access Policy, Delete LV, ReadAhead None, ReadAhead Auto, Change I/O Policy, 
Remote Replication On, and Remote Replication Off. 

� Status 

Icon Status Description 

 Good The logical volume functions normally. 

 Offline 
When the logical volume status is “Good”, select Off 
and click Execute to make it offline. 

 Stopped 

If one of the disk array statuses in the logical volume is 

“Stopped”, this logical volume is forced to get into 

this mode. 

 Failed The logical volume can not function any more. 

 

Moving 

blocks or 

being 

removed 

The status reports being moving physical blocks of the 

logical volume or deleting the logical volume. 

 Unknown None of the above statuses 

 

� Name 

Name of the logical volume 

� Configured Size (GB) 

 Configured size of the logical volume (GB) 

� Available Size (GB) 

Available size of the logical volume (GB) 

� Physical Block 

Number of physical blocks in the logical volume 

� Interface 

Three types are “Mix”, “SAS”, and “SATA”. The “Mix” type includes the SAS drive and 

SATA drive. 

� ReadAhead 

It could be “Auto” or “None”. 

� I/O Policy 

It could be “Cached I/O” or “Direct I/O”. (If set with the option “Cached I/O”, there 

is a risk of data loss and damage to the disk array(s) in the logical volume in the 
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event of a power outage.) 

� Access Policy 

It could be “Write Through”, “Write Back”, or “Read Only”. 

� Snapshot (GB) 

The snapshot size in the logical volume (GB) 

� Progress 

It shows the percentage when the logical volume is moving blocks or being removed. 

When done, it shows “n/a”. 

 

1.6.3 Start/Stop a Logical Volume 

1. If the logical volume is being used by an iSCSI volume or file system, stop the iSCSI 

volume or delete the file system before trying to stop the logical volume. When the 

logical volume status is “Good”, select Off in the field Configure and click Execute to 
stop it. 

 

 

2. If the associated disk array statuses are “Good” or “Degraded”, select On in the field 
Configure and click Execute to start the logical volume when its status is “Offline”. 

 

 

3. If the logical volume status is “Stopped”, selecting Restart in the field Configure and 
clicking Execute can try to restart it. 
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1.6.4 Add Blocks into a Logical Volume 

1. Select Add Block in the field Configure and click Execute for the configuration. 

 

 

2. In the shown dialog box, select a disk array and the field Reserved Size (MB) for the 
additional size, and then click Add Block to add it. 

 

 

3. When done on adding the block, verify the fields - Configured Size (GB), Available 
Size (GB), and Physical Block. 

 

 

1.6.5 View Blocks of a Logical Volume 

1. Select Block Info in the field Configure and click Execute for the configuration. 

 

 

2. Information about the physical blocks of the logical volume is shown below. 
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Description of fields: 

� Status 

Status of the disk array including the physical block 

� Name 

Name of the disk array including the physical block 

� Block Type 

The available types used by the physical blockare “Partition” and “Disk”. 

� Partition 

The partition ID in the disk array is used by the physical block. 

� Size (MB) 

Capacity of the physical block (MB) 

� Level 

RAID level of the disk array including the physical block 

� RAID Disk 

Number of “RAID Disk” drives in the disk array including the physical block 

 

1.6.6 Remove a Block from a Logical Volume 

1. When the logical volume status is “Offline”, a physical block in it can be removed. 

2. Select Remove Block in the field Configure and click Execute for the configuration.  

 

 

3. In the shown dialog box, select a block and click Remove Block for the deletion. 
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4. When done on the deletion, verify the fields - Configured Size (GB), Available Size 
(GB), and Physical Block. 

 

 

1.6.7 Change Access Policy of a Logical Volume 

1. When the logical volume status is “Offline”, its access policy can be configured. 

2. Select Change Access Policy in the field Configure and click Execute for the 
configuration. 

 

 

3. In the shown dialog box, select the field New Access Policy and click Submit to apply 
the new policy. (If set with the option “Write Back”, there is a risk of data loss and 

damage to the disk array(s) in the logical volume in the event of a power outage.) 
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1.6.8 Remove a Logical Volume 

1. When the logical volume status is “Offline”, “Stopped”, or “Failed”, it can be 

removed. 

2. Select Delete LV in the field Configure and click Execute to remove the logical 

volume. 

 

 

1.6.9 Start/Stop ReadAhead for a Logical Volume 

1. When the logical volume status is “Good”, the read-ahead function can be 

configured. 

2. Select ReadAhead None in the field Configure and click Execute to disable the read-
ahead function. 

 

 

 

 

3. Select ReadAhead Auto in the field Configure and click Execute to enable the read-
ahead function. 
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1.6.10 Change I/O Policy of a Logical Volume 

1. When the logical volume status is “Offline”, the I/O policy can be configured. 

2. Select Change I/O Policy in the field Configure and click Execute for the 

configuration. 

 

 

3. In the shown dialog box, select the field New I/O Policy and click Submit to apply the 
new policy. (If set with the option “Cached I/O”, there is a risk of data loss and 

damage to the disk array(s) in the logical volume in the event of a power outage.) 

 

 

1.6.11 Remote Replication Volume 

1. If the logical volume is used by an iSCSI volume or file system, it can not be 

configured as a remote replication volume. 

2. To be a remote replication volume, select Remote Replication On in the field 
Configure and click Execute. Click Backup Manage and Remote Replication for 
further configuration. 
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3. To be not a remote replication volume, select Remote Replication Off in the field 
Configure and click Execute. 

 

 

1.7 Manage Global Spare Drives 

1. Add a Global Spare Drive 

2. Remove a Global Spare Drive 

 

1.7.1 Add a Global Spare Drive 

Click Add Global Spare, and then select the drive you want to add and click Add. 

 

 

1.7.2 Remove a Global Spare Drive 

Click Global Spare Manage, select Remove from Global Spare in the field Configure of 
the chosen drive and click Execute to remove the global spare drive. 

 

 

1.8 Manage User Accounts 
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1. View User Accounts 

2. Add a User Account 

3. Modify a User Account 

4. Remove a User Account 

5. View User Groups 

6. Add a User Group 

7. Modify a User Group 

8. Remove a User Group 

9. View Shared Folders 

10. Add a Shared Folder 

11. Modify the Description of a Shared Folder 

12. Remove a Shared Folder 

13. NFS Permissions on a Shared Folder 

 

1.8.1 View User Accounts 

Click Local User to view user accounts. 

 

 

 

 

Description of fields: 

� Username 

User account 

� Description 
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Description about the user 

� Email 

User Email 

 

1.8.2 Add a User Account 

1. Click + Add… to add a user account. Click Next when done on the configuration of 

the dialog box “First step – Common starting point” below. 

 

 

 

 

2. In the dialog box “Step 2 – Select Group”, select a group and click Next. 

 

 

3. In the dialog box “Step 3 – Privilege (Shared Directory) Setting”, select the permission 

and click Submit. 
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1.8.3 Modify a User Account 

1. Select a user account and click Edit. 

 

 

2. In the following dialog box, click Submit after modification. 

 

 

1.8.4 Remove a User Account 

1. Select a user account and click Remove. 

 

 

2. Click OK for confirmation. 
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1.8.5 View User Groups 

Click Local Group to view user groups. 

 

 

 

 

Description of fields: 

� Group Name 

Name of the group 

� Description 

Description about the group 

 

1.8.6 Add a User Group 

1. Click + Add… to add a user group. Click Next when done on the configuration of the 

dialog box “First step – Common starting point” below. 
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2. In the dialog box “Step 2 – Privilege (Shared Directory) Setting”, select the permission 

and click Submit. 

 

 

1.8.7 Modify a User Group 

1. Select a group and click Edit. 

 

 

2. In the following dialog box, click Submit after modification. 

 

 

1.8.8 Remove a User Group 

1. Select a group and click Remove. 
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2. Click OK for confirmation. 

 

 

1.8.9 View Shared Folders 

Click Shared Folders Setting to view shared folders. 

 

 

 

 

Description of fields: 

� Folder Name 

Name of the shared folder 

� Description 

Description about the shared folder 

� Volume Name 

Name of the logical volume which the shared folder is attached to 

� Status 
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Status of the shared folder 

 

1.8.10 Add a Shared Folder 

1. Click + Add… to add a shared folder. 

 

 

2. In the following dialog box, select a logical volume for the shared folder and input 

the fields, Folder Name and Description, and then click Submit. 

 

 

1.8.11 Modify the Description of a Shared Folder 

1. Select a folder and click Edit. 

 

 

2. In the following dialog box, click Submit after modification. 

 

 

1.8.12 Remove a Shared Folder 
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1. Select a shared folder and click Remove. 

 

 

2. Click OK for confirmation. 

 

 

1.8.13 NFS Permissions on a Shared Folder 

1. After enabling NFS service, click Shared Folders Setting, and then select a shared 
folder and click Edit. 

 

 

2. Click the tab NFS Permissions for the mount information. 
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1.8.13.1 Add NFS Permissions 

1. Click + Add… to add a new NFS rule for a NFS client. 

 

 

2. Input Host Name or IP, select Privilege, Secure, User ID Mapping, Enable 
asynchronous, and Allow connections via TCP/UDP port higher than 1024. And then 
click Submit. 

 

 

Description of fields: 

� Host Name or IP 

The host name or IP address/subnet mask (for example: 192.168.0.1/24) for a NFS 

client 

� Privilege 

The available options are “Read/Write” (default) and “Read only”. 
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� Secure 

It’s a multiple select field of which the available options are “No security”, 

“Authentication only (krb5)”, “Integrity protection (krb5i)” and “Privacy protection 

(krb5p)”. 

� Option “No security”: No Kerberos 

� Option “Authentication only (krb5)”: Use Kerberos for authentication only 

� Option “Integrity protection (krb5i)”: Use Kerberos for authentication, and 

include a hash with each transaction to ensure integrity. 

� Option “Privacy protection (krb5p)”: Use Kerberos for authentication, and 

encrypt all traffic between the client and server. 

� User ID Mapping 

The available options for mapping the client user to local admin or guest are “No 

mapping” (default), “Map root to admin”, “Map root to guest”, and “Map all users 

to admin”. 

� Enable asynchronous 

It allows the server to reply to client requests as soon as it has processed the 

request and handed it off to the local file system without waiting for the data to 

be written to the storage. 

� Allow connections via TCP/UDP port higher than 1024 

Services started on port numbers less than 1024 must be started as root. Select this 

option to allow the NFS service to be started by a user other than root. 

 

1.8.13.2 Modify NFS Permissions 

1. Select a NFS client and click Edit. 

 

 

2. Click Submit after modification. 
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1.8.13.3 Remove NFS Permissions 

1. Select a NFS client and click Remove. 

 

 

2. Click OK to delete the NFS rule. 

 

 

1.9 System Tools 

1. Set Email Notification for Alarm 

2. Change System Time 

3. Manage Network Interfaces 
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4. Upload a Firmware File 

5. Upload/Download the System Configuration 

6. Schedule for RAID Check 

7. Configure Drive Spin-Up Time 

8. Configure Drive Power Mode 

9. Configure SNMP 

10. Join AD (Active Directory) Domain 

11. Bind LDAP (Lightweight Directory Access Protocol) Server 

12. Configure LDAP (Lightweight Directory Access Protocol) Server 

 

1.9.1 Set Email Notification for Alarm 

1. Click E-mail Alarm for configuration. When the configuration is done, click Save to 
save the settings. 

 

 

Description of fields: 

� SMTP Email Alert 

This item is not selective if none in the receiver list exists. If this item is selected, any 

alert will be sent to each receiver by Email. 

� Notification for warning message 

The setting of this item is ignored if the checkbox SMTP Email Alert is not selected. If 
selected, any warning message will be also sent to each receiver by Email. 

� Notification for RAID rebuilding termination/completion 

The setting of this item is ignored if the checkbox SMTP Email Alert is not selected. If 
selected, any message regarding RAID rebuilding termination and completion will 

be also sent to each receiver by Email. 

� Storage Name 
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It is the hostname on the network. This name will be put into the email subject. 

While receiving any notification email, you can tell where it comes from via the 

subject. 

� IP of SMTP Email server 

The IP address of SMTP Email server 

 

2. To add a new receiver, input the new email address in the field New Email and click 
Add. 

 

 

3. To remove an existing receiver, select it in the field Receivers and click Delete. 

 

 

4. To test email sending, input the email address in the field Test E-mail Settings and click 
Test. 

 

 

1.9.2 Change System Time 

1. Click Date/Time, click the tab Date/Time, and click Apply to manually set the system 

time after modification. 
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2. Click the tab Network Time Synchronization for Network Time Protocol (NTP) 

configuration. Input the fully qualified domain name or IP address of your time server, 

and click Sync for manual synchronization. For automatic synchronization, select the 

checkbox Enable and click Save. If the DNS and gateway are not configured 

properly, the synchronization would fail. 
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1.9.3 Manage Network Interfaces 

1. System Network Configuration 

2. Configure a Network Interface 

3. Enable/Disable a Network Interface 

4. Configure the Bonding (Port Trunking) Interface 

 

1.9.3.1 System Network Configuration 

Click Network for system network configuration. 

 

 

1. Click the tab General for the hostname, gateway, and DNS. 
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Description of fields: 

� Hostname 

The name of Storage Manager is unique in SMB/CIFS network. 

� Gateway 

The IP address of a default gateway forwarding packets on to other networks 

� Primary DNS 

The IP address of the primary domain name server 

� Secondary DNS 

The IP address of the secondary domain name server 

 

2. Click the tab NIC for either the bonding interface “bond0” or the available LAN 
interfaces which include “eth0” and “eth1” at least. 
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Click one interface bond0 or Local Area Network – eth0 for example. 

 

 

 

 

Description of fields: 

� bond0 or Local Area Network – eth0 
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The status for the bonding interface could be “Connected” or “Unconnected”, 

and the status for the LAN interface could be “Offline”, “Connected”, or 

“Unconnected”. 

� Status “Offline”: The network interface is disabled. 

� Status “Connected”: The network interface is enabled, and the network 

signal is detected. 

� Status “Disconnected”: The network interface is enabled, but the network 

signal can not be detected. 

� IP Address 

The IP address of the network interface 

� NetMask 

The subnet mask of the network interface 

� Information 

It reports the link speed, duplex, MTU (maximum transmission unit) size, and 

bonding mode (Transmit Hash Policy). 

 

1.9.3.2 Configure a Network Interface 

1. In the tab NIC, configuring the bonding interface is the same as configuring a LAN 

interface. Click the interface Local Area Network – eth0 for example and then click 

Edit. 
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2. In the following dialog box, there is a feature Jumbo Frame. If this feature is disabled, 
the MTU size supported by this network interface is 1500 bytes per packet, otherwise 

more than 1500 bytes. After modification, click Apply to immediately apply the new 

setting. 

 

 

1.9.3.3 Enable/Disable a Network Interface 

1. All network interfaces other than “bond0” and “eth0” can be disabled. 

2. In the tab NIC, click the interface Local Area Network – eth1 with either status - 

“Connected” or “Unconnected”, and then click Down Link. Its new status will be 

“Offline”. 
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3. Click the interface Local Area Network – eth1 with the status “Offline”, and then click 

Up Link. Its new status will be “Connected” or “Unconnected”. 

 

 

1.9.3.4 Configure the Bonding (Port Trunking) interface 

1. Bonding allows you to aggregate multiple LAN interfaces into a single group, 

effectively combining the bandwidth into a single connection. Bonding also allows 

you to create multi-gigabit pipes to transport traffic through the highest traffic areas 

of your network. You can use it wherever you need redundant links, fault tolerance or 

load balancing networks. It is the best way to have a high availability network 

segment. 

2. In the tab NIC, click Bonding to aggregate all LAN interfaces into a single group 
“bond0”. 

 

 

3. In the following dialog box, click on to configure the bonding interface. When done, 

click Apply to immediately create the bonding interface “bond0”. 
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Two bonding modes: 

� Load balancing (round-robin) 

Transmit packets in sequential order from the first available LAN interface through 

the last. It provides load balancing and fault tolerance. All LAN interfaces should 

connect to a switch of which the connected ports are configured as a static port 

trunk. 

� IEEE 802.3ad Dynamic link aggregation 

It creates aggregation groups that share the same speed and duplex settings, 

and utilizes all LAN interfaces in the active aggregator according to the 802.3ad 

specification. It provides load balancing and fault tolerance, but requires a switch 

that supports IEEE 802.3ad with LACP mode properly configured. This bonding 

mode supports Transmit Hash Policy with two following options. 

� Option “layer2”: It uses the XOR of hardware MAC addresses to generate the 

hash. 

� Option “layer3+4”: Use upper layer protocol information (when available) to 

generate the hash. This allows for traffic to a particular network peer to span 

multiple slaves although a single connection will not span multiple slaves. 
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4. To remove the bonding interface “bond0”, click the interface bond0 and then click 
Bonding. 

 

 

5. In the following dialog box, click off and then click Apply to immediately remove 

“bond0”. 
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1.9.4 Upload a Firmware File 

1. Click Firmware, and then click Upload after choosing a new firmware. 

 

 

2. When uploading is done, restart Storage Manager to activate the new firmware. 

 

1.9.5 Upload/Download the System Configuration 

1. Click Configuration for the system configuration. To download the current 

configuration, click Download. 

 

 

2. To upload a new system configuration, click Upload after choosing a new 

configuration. 
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3. If you want to apply the new configuration, click Confirm. To activate the new 

system configuration, click Reboot. 

 

 

 

 

1.9.6 Schedule for RAID Check 

To have regular scan on inconsistent data on your RAID1, RAID5, and RAID6 arrays, click 

Schedule and select the checkbox Enabled. Selecting the checkbox Auto Repair will 

automatically repair once inconsistent data was detected. Click Submit to save the 
configuration. 

 

 

1.9.7 Configure Drive Spin-Up Time 



 

50 

 

A disk array can not function at the time some disk drives are not available. The period 

for each disk drive to be available after powering on Storage Manager varies. The spin-

up time is the maximum waiting time for each disk drive to be available. Click Spin Up 
Time and then click Set after configuration. 

 

 

1.9.8 Configure Drive Power Mode 

A disk drive in the active mode with data access service consumes more power than 

one in the stop mode without data access service. While disabling power mode, all disk 

drives work in the active mode. While enabling power mode, all disk drives in a disk array 

with status “Good”, “Degraded”, or “Initializing” work in the active mode, and the other 

disk drives work in the stop mode for power saving. Click Power Mode and then click Set 
after configuration. 

 

 

1.9.9 Configure SNMP 

SNMPv1 and SNMPv2c are supported. Click SNMP for configuration. When done, click 

Apply to activate the new settings. 
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Description of fields: 

� Enable SNMP 

Enable/disable SNMP. 

� Notification for warning message 

Enable/disable saving warning messages into SNMP MIB. 

� Notification for RAID Rebuild /Check /Recovery Termination /Completion 

Enable/disable saving messages regarding RAID rebuilding, checking, recovery 

termination, and completion into SNMP MIB. 

� SNMP Port No 

The UDP port (161 for its default) used by the SNMP agent for receiving requests 

� TRAP Address 

There are up to three SNMP trap receivers supported. Each SNMP trap receiver has its 

respective OID. 

� Community 

It is the password (community string) for SNMP authentication sent in clear text 

between a SNMP manager and agent. 

� SNMP MIB 

Click Download to download a compressed file named “SNMP_MIB.7z” which 

includes 3 MIB files, “StorageManager-Trap1-MIB.txt”, “StorageManager-Trap2-

MIB.txt”, and “StorageManager-Trap3-MIB.txt”. Those MIB files can be read by some 

applications like ManageEngine MibBrowser. 
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Use ManageEngine MibBrowser for example: 

1. Select Load MIB to load a MIB file “StorageManager-Trap1-MIB.txt”. 

 

 

 

 

2. Configure the field Host with the IP address of Storage Manager and the field 

Community with SNMP Community. 
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3. Right click enterprise and select SNMPWALK to receive SNMP messages. There is a 

SNMP message received below. 

 

 

1.9.10 Join AD (Active Directory) Domain 
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1. Click Domain Security and then the tab Active Directory. Select the checkbox Join 
AD Domain, input data into the following fields, and click Apply. 

 

 

2. After joining AD domain, there are additional options, AD User and AD Group. With 

both options , the privilege on shared folders can be configured. 

 

 

1.9.11 Bind LDAP (Lightweight Directory Access Protocol) Server 

Click Domain Security and then the tab LDAP Authentication. The following fields with DN 
(distinguished name) should be input by the LDAP Data Interchange Format (LDIF) which 

is a standard plain text data interchange format for representing LDAP directory content 

and update requests. 

 

Description of LDAP Data Interchange Format (LDIF): 

� dn (distinguished name) 

This refers to the name that uniquely identifies an entry in the directory. 

� dc (domain component) 

This refers to each component of the domain. For example www.google.com would 
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be written as dc=www,dc=google,dc=com. 

� ou (organizational unit) 

This refers to the organizational unit (or sometimes the user group) that the user is part 

of. If the user is part of more than one group, you may specify as such, e.g., 

ou=Lawyer,ou=Judge. 

� cn (common name) 

This refers to the individual object (person’s name; meeting room; recipe name; job 

title; etc.) for whom/which you are querying. 

 

 

Description of fields: 

� LDAP Server Type 

The available options are “External LDAP Server”, “Local LDAP Server”, and “Remote 

LDAP Server”. 

� LDAP Server 

IP address of the LDAP server 

� Domain 

LDAP domain name (Example: example.com) 

� Base DN 

It’s referred to the search base. (Example: dc=example,dc=com) 

� Root DN 

It’s referred to the directory manager. (Example: cn=admin,dc=example,dc=com) 

� Password 
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Password for the directory manager 

� Confirm Password 

Password for the directory manager 

� User Base DN 

It’s used when searching for user entries on the LDAP server. (Example: 

ou=people,dc=example,dc=com) 

� Group Base DN 

It’s used when searching for group entries on the LDAP server. (Example: 

ou=people,dc=example,dc=com) 

 

1.9.11.1 Connect External LDAP Server 

Select the checkbox Bind LDAP Server, and then choose “External LDAP Server” in the 

field LDAP Server Type. Input other fields as the following figure, and click Apply. 

 

 

1.9.11.2 Connect Local LDAP Server 

Select the checkbox Bind LDAP Server, choose “Local LDAP Server” in the field LDAP 
Server Type, and then click Apply. 
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1.9.11.3 Connect Remote LDAP Server 

1. Select the checkbox Bind LDAP Server, and then choose “Remote LDAP Server” in the 

field LDAP Server Type. Input other fields as the following figure, and click Apply. 

 

 

2. After successful connection with the LDAP server, the field LDAP Status reports “LDAP 

service is active”. 

 

 

3. After successful connection with the LDAP server, there are additional options, LDAP 
User and LDAP Group. With both options, the privilege on shared folders can be 

configured. 
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1.9.12 Configure LDAP (Lightweight Directory Access Protocol) Server 

1. Click LDAP Server, and then select the checkbox Enable LDAP Server. Input other 
fields, and click Apply. 

 

 

2. Click Initialize to initialize the setting of the LDAP server. It will remove all LDAP users 

and groups. In the dialog box, click OK. 
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1.10 View Enclosure Information 

Click Enclosure Information for SAS Enclosure information. 

 

 

There is a tree view per SAS enclosure which includes the items below. 
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� SAS Enclosure Node 

It is composed of the model name and the SAS address. 

� SAS Enclosure Element 

There could be multiple element types in a SAS enclosure node which include 

Enclosure, Temperature sensor, Cooling, Power supply, Voltage sensor, Audible alarm, 

etc. Each element has a status report. 

Icon Status 

 Normal 

 Abnormal 

 

1.11 View System Log 

Click System Log for log messages. After setting the filter conditions, click Filter to list the 
log messages you prefer. To remove all log messages, click Clear All. To save the log 

messages into a file, click Export File. 

 

 

Description of fields: 

� Date and Time 

The timestamp when the message was logged 

� Level 

Icon Level Description 
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 Information General Information 

 Warning Warning message 

 Error Error message 

 
� Type 

It could be “Disk”, “RAID”, “Logical Volume”, and “Environment”. 

� Description 

Content of the message 

� Issuer 

The source which generates the message includes “Operation” and “System”. 

� Username 

The message was logged because of the username’s configuration. 

 

1.12 Shutdown 

1. Click Shutdown, select “Shutdown” or “Reboot” to power off or reboot Storage 

Manager. 

 

 

2. To power off or reboot Storage Manager while it is busy, select the field Force and 
click Submit. 

 

 

1.13 How to Create a RAID5 Array 

3. Click Add RAID to start a disk array creation in this example. Click Continue after 
input as the following dialog box. 
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4. Select 3 disk drives at least for a RAID5 array and click Create RAID. 

 

 

5. Click RAID Manage for the field Progress for the new RAID5 array. 

 

 

1.14 How to Create a RAID50 Array 

1. This example uses two RAID5 arrays to create a RAID50 array. 

2. Click Add RAID to start the first RAID5 array creation named “RAID5-array01”. Click 

Continue after input as the following dialog box. And then select 3 disk drives at least 

for the RAID5 array and click Create RAID. 
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3. Create the second RAID5 array named “RAID5-array02” as the previous step. 

4. After both RAID5 array statuses become “Good”, create a RAID0 array on them for a 

RAID50 array. 

 

 

5. Create a RAID0 array named “RAID50-array” with the following input. 
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6. Click RAID Manage for the field Progress. 

 

 

1.15 Initialize/Recover Storage Manager via VGA 

1. After booting Storage Manager, the information below is shown on your VGA. 

 

 

2. Press F1 on your keyboard and input the password “password”. 



 

65 

 

 

 

3. In the menu below, there are selective options. 

 

 

Description of fields: 

� Reset password for Web admin 

Reset the administrator’s password in Storage Manager with the default password. 

� Reset IP Address for eth0 

Reset the IP address and subnet mask of the LAN interface “eth0” with the default 

IP address and default subnet mask. 

� Load default firmware with current configuration and shutdown 

Storage Manager will run with the factory’s default firmware and current system 

configuration in the following booting, and then shutdown Storage Manager. 

� Load default firmware with default configuration and shutdown 

Storage Manager will run with the factory’s default firmware and default system 

configuration in the following booting, and then shutdown Storage Manager. 

� Load previous firmware with current configuration and shutdown 

Storage Manager will run with the previous firmware and current system 

configuration in the following booting, and then shutdown Storage Manager. 

� Shutdown 
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Shutdown Storage Manager. 

� quit 

Quit this menu. 

 

1.16 LED Status on a Drive Tray 

Condition Blue LED Red LED 

No drive is detected. OFF OFF 

The drive is detected, but not being accessed. ON OFF 

The drive is being located. Slow blink OFF 

The drive is being accessed. Fast blink OFF 

1. The SMART data in the drive indicates a 

possible imminent drive failure or reports 

warning(s). 

2. The detected drive is part of a disk array with 

status “Degraded” or “Failed”. 

ON Slow blink 

The drive is part of a disk array which is on 

initialization, growing, or migration. 
Fast blink Fast blink 

The drive which can not be detected is part of a 

disk array with status other than “Good”, “Offline”, 

or “Stopped”. 

OFF ON 
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Chapter 2.  

NAS Configuration 
2.1 Manage File Systems 

1. Create a File System 

2. View File System 

3. Remove a File System 

 

2.1.1 Create a File System 

1. Click File System and then click + Add… to start a file system creation. 

 

 

2. In the dialog box below, select an available logical volume for the new file system 

and click Submit. 

 

 

3. The new created file system has “Formating” in its field Status. When done, the field 

Status reports “Complete”. 
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2.1.2 View File Systems 

Click File System to view file systems. 

 

 

Description of fields: 

� Volume Name 

The logical volume name 

� Type 

File system type 

� Status 

Status Description 

Good The file system functions normally. 

Formating The file system is being formatted. 

Complete The format is complete. 
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Checking 
The file system is checking all directories and files on it, and will 

repair any inconsistency. 

Offline 
The file system status is “Offline” when the logical volume 

status is “Offline” or “Stopped”. 

Failed 
The file system status is “Failed” when the logical volume status 

is “Failed”. 

 

� Available Size (M) 

Total size of the file system (MB) 

� Used Size (M) 

Used size of the file system (MB) 

 

2.1.3 Remove a File System 

1. Select the file system and then click Remove. 

 

 

2. Click OK in the dialog box below. 

 

 

2.2 Rebuilding Manage 

It is mandatory for two features, “Online RAID Level Migration” and “Reshape RAID 

Chunk Size Online”. Have the following steps well configured before starting either one 

feature. 

 

1. Create a RAID0 array. 
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2. Create a logical volume with the newly created RAID0 array. 

 

 

3. Create a file system with the new logical volume. 

 

 

4. Click Rebuilding Manage. 
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5. Select the field Enable and the new file system, and then click Submit to create a 
temporary file system for RAID level migration or reshaping RAID chunk size. 

 

 

6. When the RAID level migration or reshaping RAID chunk size is done, the temporary 

file system can be removed. 

 

2.3 Manage Network File Service 

The Net Services includes the following services. 

1. Wins Service 

2. FTP Service 

3. NFS Service 

 

2.3.1 Wins Service 

Click Wins and select the checkbox Enable File Service for Windows Networking. After 
inputting the other fields, click Apply to immediately apply the new setting. 
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2.3.2 FTP Service 

Click FTP and select the checkbox Enable FTP Server. After inputting the other fields, click 
Apply to immediately apply the new setting. 

 

 

2.3.3 NFS Service 

The NFS supports the following configurations. 

1. NFS General Configuration 

2. Import NFS SPN Keytab 

 

2.3.3.1 NFS General Configuration 

Click NFS and select the checkbox Enable NFS Server. If NFSv4 is needed, select the 
checkbox Enable NFSv4. And then click Apply. 

(Note: This NFS server is not compatible with Windows NFS client.) 
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2.3.3.2 Import NFS SPN Keytab 

1. Click the tab Import NFS SPN Keytab. Click Browse to select a keytab file, and then 
click Import. 

 

 

 

 

2. Re-click the tab Import NFS SPN Keytab to verify the content of the imported keytab 

file. 
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Chapter 3.  

iSCSI Configuration 
3.1 View iSCSI Volumes 

Click iSCSI to view iSCSI volumes. 

 

 

Description of fields: 

� Configure 

The functions include Delete, iSCSI On, and iSCSI Off. 

� Status 

Icon Status Description 

 Good The iSCSI volume functions normally. 

 Offline 
When the iSCSI volume status is “Good”, select iSCSI Off 
and click Execute to make it offline. 

 Stopped 
The logical volume used by the iSCSI volume has status 

other than “Good”. 

 

� LUN 

Logical unit number for the iSCSI volume 

� Size 

Total size of the iSCSI volume (GB) 

� LV Name 

Name of the logical volume used by the iSCSI volume 
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� IO Mode 

It could be “Read/Write” or “Read Only”. 

 

3.2 iSCSI Wizard 

1. Click iSCSI Wizard. In the section iSCSI Target there are two options, Create a New 
Target and Select a Target. To create a new iSCSI target without any volume, select 

the field Create a New Target, input both fields IQN and Target ID, and click Submit. 

 

 

 

 

2. To add a logical volume into an iSCSI target for an additional iSCSI volume, select the 

checkbox iSCSI Volume and select a preferred logical volume from the field Select 
volume before clicking Submit. 
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3. To set up authentication for an iSCSI target in the section iSCSI target, click 
Authenticate. 

 

 

4. In the dialog box below, click Submit after input. 

 

 

Description of fields: 

� CHAP (For Incoming AUTH) 

The iSCSI target can authenticate an initiator. 
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� Mutual CHAP (For Incoming and Outgoing AUTH) 

The iSCSI target and the initiator authenticate each other. 

 

3.3 Create an iSCSI Target 

1. Click iSCSI Target for all iSCSI targets. 

 

 

Description of fields: 

� Configure 

The functions include Delete and Edit. 

� IQN 

The iSCSI qualified name for the iSCSI target which is unique and permanent in an 

iSCSI network has the following format. 

iqn.<yyyy-mm>.<naming-authority> 

� <yyyy-mm>: The year and month when the naming authority was established 

� <naming-authority>: Reverse syntax of the Internet domain name of the 

naming authority 

� Target ID 

A name specified by the naming authority is unique in an iSCSI target. 

� Status 

Icon Status Description 

 Good The iSCSI target functions normally. 

 Failed The iSCSI target can not function. 
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� Auth Type 

It could be “Disable”, “Enable” (CHAP), or “Mutual” (Mutual CHAP). 

 

2. To create an iSCSI target, click Add iSCSI Target. In the dialog box below, click 

Submit after inputting both fields IQN and Target ID. The default authentication for 
the field Auth Type is “Disable”. 

 

 

 

 

3.4 Add an iSCSI Volume 

1. Click iSCSI Volume for the available logical volumes. 

 

 

2. Select a logical volume and click Add iSCSI Volume after an iSCSI target has been 

created. In the dialog box below, click Submit after inputting both fields Select target 
and Block size. 
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Description of fields: 

� Select target 

Select a unique target ID for an iSCSI target. 

� Block size 

The available options are “512” (default), “1024”, “2048”, and “4096”. 

 

3.5 Remove an iSCSI Volume 

1. Click iSCSI to view all iSCSI volumes. 

 

 

2. To remove an iSCSI volume, select Delete in the field Configure and click Execute. 
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3.6 Remove an iSCSI Target 

1. Click iSCSI Target to view iSCSI targets. 

 

 

2. If there is no iSCSI volume in the iSCSI target, select Delete in the field Configure for 
the iSCSI target and click Execute to remove it. 

 

 

3.7 Start/Stop an iSCSI Volume 

1. Click iSCSI to view all iSCSI volumes. When an iSCSI volume status is “Offline”, select 

iSCSI On in the field Configure and click Execute to start the iSCSI volume. 
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2. When an iSCSI volume status is “Good”, select iSCSI Off in the field Configure and 
click Execute to stop the iSCSI volume. 

 

 

3.8 iSCSI Authentication 

There are two iSCSI authentications, discovery authentication and target authentication. 

The discovery authentication applies to all iSCSI targets and each iSCSI target has its own 

target authentication. Each iSCSI authentication can work alone and both can also work 

together. Each iSCSI authentication supports multiple incoming user accounts and one 

outgoing user account. 

 

1. Discovery authentication 

Step1. Click iSCSI Account, and then click Add iSCSI Account. In the dialog box 

below, select “Discovery Auth” in the field Auth subject and click Submit after input 
to create incoming and outgoing user accounts for the discovery authentication. 
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Step2. Click iSCSI Global Configure and click Submit after selecting “Enable” or 

“Mutual” in the field Discovery Auth to enable the discovery authentication. If 
selecting “Enable”, only incoming user accounts are applied to the authentication. If 

selecting “Mutual”, both incoming and outgoing user accounts are applied to the 

authentication. 

 

 

2. Target authentication 

Step1. Click iSCSI Account, and then click Add iSCSI Account. In the dialog box 

below, select an iSCSI target in the field Auth subject and click Submit after input to 
create incoming and outgoing user accounts for authentication for the iSCSI target. 
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Step2. Click iSCSI Target. Select Edit in the field Configure and click Execute to 
configure its own target authentication. In the dialog box below, select “Enable” or 

“Mutual” in the field Target Auth to enable the target authentication. If selecting 
“Enable”, only incoming user accounts are applied to the authentication. If selecting 

“Mutual”, both incoming and outgoing user accounts are applied to the 

authentication. 
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3.9 iSNS Server Setting 

Click iSCSI Global Configure and click Submit after selecting the checkbox iSNS Enable 
(Required Reboot) and inputting the field iSNS Server IP. 
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Chapter 4.  

Backup Configuration 
4.1 Add a Snapshot Block 

To support snapshot, some space on a logical volume is required for a snapshot block 

when configuring the volume. 

 

1. Click Logical Volume Manage. When a logical volume status is “Good”, select Add 
SnapShot Block in the field Configure and click Execute for the configuration. 

 

 

2. Select the disk array which you prefer to put the snapshot block on, input the size for 

the block in the field Reserved Capacity (MB), and click Add Block. If successful, 
verify the size in the field Snapshot (GB) for the logical volume. 
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4.2 Create a Snapshot 

To create a snapshot, a logical volume with a snapshot block must be configured as an 

iSCSI volume with status “Good”. 

 

1. Click Snapshot and then click the tab Create a LUN Snapshot. 

 

 

 

 

2. Select an iSCSI volume for the snapshot and click Next. 

 

 

3. Select one or several snapshot blocks in the field Reserved Size, select the field 
Confirm, and click Submit. 
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4. Click the tab Jobs for the job for the newly created snapshot, and then click the job 

for the size for this snapshot. 

 

 

4.3 View Snapshots 

Click Snapshot, click the tab Jobs, and then click a job for details. 
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Description of fields: 

� Status 

Icon Description 

 The snapshot functions normally. 

 The snapshot is offline. 

 

� LV Name 

Name of the logical volume 

� Snapshot Name 

Snapshot device name 

� Snapshot Total Size 

Total size for the snapshot 

� Snapshot Used (%) 

Percentage of used space 

� Configure 

The functions include Restore, Delete, and Extend. Both functions, Restore and Extend, 
are available when the percentage of used space is less than 100%. 

 

4.4 Restore a Snapshot 

This function is available when the percentage of used space is less than 100%. 

 

1. Before restoring a snapshot on an iSCSI volume, disconnect all iSCSI initiators to the 

volume. 
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2. To restore a snapshot on an iSCSI volume, the iSCSI volume status must be “Offline”. 

Click iSCSI, select iSCSI Off in the field Configure for the iSCSI volume, and click 

Execute to make it offline. 

 

 

3. Click Snapshot, select Restore in the field Configure in a job, and then click Execute 
to restore the snapshot of the iSCSI volume. 
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4. After done on restoring the snapshot, the job for the snapshot is removed. 

 

 

4.5 Delete a Snapshot 

1. Click Snapshot, select Delete in the field Configure in a job, and then click Execute to 
delete the snapshot of the iSCSI volume. 

 

 

2. After the deletion is done, the job for the snapshot is removed. 
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4.6 Extend a Snapshot 

This function is available when the percentage of used space is less than 100%. 

 

1. To extend a snapshot on an iSCSI volume, click Snapshot, select Extend in the field 
Configure in the job for the iSCSI volume, and then click Execute. 

 

 

2. Select one or several snapshot blocks in the field Reserved Size, select the field 
Confirm, and click Submit to extend the snapshot. 
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4.7 Remote Replication 

4.7.1 Configure a Logical Volume to Support Remote Replication 

1. Click Logical Volume Manage, select Remote Replication On in the field Configure, 
and then click Execute to support remote replication. The selected logical volume 

can’t be used by any service like iSCSI or NAS at this stage. 

 

 

2. Confirm the field Remote Replication reports “On”. 
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4.7.2 View Remote Replication 

Click Remote Replication. 

 

 

Description of fields: 

� ID 

Support 8 connections (ID) for remote replication. Each ID supports a one-on-one 

connection with a remote machine. 

� P/S 

It reports “P” for data source (primary) or “S” for data backup (secondary). 

� Connect State 

Icon Status Description 

 Good 
The connection between the data source and data 

backup is normal. 

 Stopped 

The connection failed because of remote 

replication configuration, and is stopped to try 

again. Click  for the instruction for this status. 
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 Warning 
The connection failed, but will retry every 60 

seconds. Click  for the instruction for this status. 

 
Synchronizing 

The connection is on synchronization from the data 

source to the data backup. 

 

� Data State 

The data status for the data source and data backup is reported. If it is 

“UpToDate/UpTpDate”, it means the data status between the data source and data 

backup is synchronous. 

� Parameter 

Icon Status Description 

 Edit Configure remote replication. 

 Delete Remove the remote replication configuration. 

 

� Function 

Data source (primary) can be configured to provide NAS or iSCSI, but data backup 

(secondary) has no such a service. 

Icon Status Description 

 
No NAS 

service 
No NAS service. 

 
NAS in 

service 
The NAS service is running. 

 
No iSCSI 

service 
No iSCSI service. 

 
iSCSI in 

service 
The iSCSI service is running. 

 

� Manage 

Icon Description 

 Start remote replication. 

 Stop remote replication. 
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 Get status of a remote backup. 

 

4.7.3 Configure Remote Replication 

1. Click  in the data source (primary) to configure remote replication. 

 

 

 

 

Description of fields: 

� Syncer-Transfer Rate 

Data transfer rate for synchronization 

� Net-Timeout 

Timeout for the network response 

� Net-Connect-Int 

The period between network connection checks 

� Net-Ping-Int 

The period between PING commands 

� Net-Ping-Timeout 

Timeout for the PING command 

� Primary IP Address 

IP address of the data source 

� Primary Disk Device 
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The logical volume for the data source 

� Secondary IP Address 

IP address of the data backup 

� Secondary Disk Device 

The logical volume for the data backup 

 

2. Input the IP address of the data backup (secondary), click Get to retrieve the 
available logical volumes from the data backup, and then select the logical volume 

for the data backup. 

 

 

3. After clicking Build to save the configuration, the field P/S in the data source reports 
“P” and the field P/S in the data backup reports “S”. 

 

 

 

 

4. When clicking  in the data backup (secondary), all fields below are not 

changeable. 
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4.7.4 Remove Remote Replication Configuration 

Click , and then click Confirm to remove the remote replication configuration. 

 

 

 

 

4.7.5 Start Remote Replication 

1. Click  in the data source (primary) and data backup (secondary). 

 

 

2. The possible statuses follow. 

� Connect State: Good 
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� Connect State: Warning 

 

 

� Connect State: Synchronizing 

 

 

 

 

4.7.6 Stop Remote Replication 

Click  to stop the remote replication. 

 

 

 

 

4.7.7 How to Handle Stopped 

Click  to get the recommendation for “Stopped” handling. 
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4.7.8 How to Handle Warning 

Click  to get the recommendation for “Warning” handling. 

 

 

 

 

4.7.9 Get Status of a Remote Backup 

Click  to get status of a remote backup which is refreshed every 5 seconds. 

 

 

Data Source (Primary) Data Backup (Secondary) 
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4.7.10 Configure NAS on a Logical Volume with Remote Replication Support 

1. Click NAS in the data source (primary). The data backup (secondary) has no such a 

service. 

 

 

2. To enable NAS service, click Run. If successful, the dialog box with the message 

“Setting NAS for Wins Success” is shown below. 

 

 

 

 

3. The NAS service is running. 
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4. To disable NAS service, click Remove. If successful, the dialog box with the message 

“Remove NAS Success” is shown below. 

 

 

 

 

4.7.11 Configure iSCSI on a Logical Volume with Remote Replication Support 

1. Click iSCSI in the data source (primary). The data backup (secondary) has no such a 

service. 

 

 

2. Click Build to save the iSCSI configuration after inputting the fields in the dialog box 

below. There are two options, full capacity and user-defined capacity. Using the full 

capacity for iSCSI means that no space is available for NAS. In order to provide both 

iSCSI and NAS on a logical volume, first select the user-defined capacity with part of 

the total size inputted and click Build for iSCSI, and then configure NAS with the 

remaining space. 

 

 

3. To enable iSCSI service, click Run. The iSCSI service is running. 
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4. To disable iSCSI service, click Stop. 

 

 

5. Click Remove to remove the iSCSI configuration. 
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